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Abstract

Through the fact that security has become a major
interest, intensive research has been done to
develop surveillance systems to monitor public
areas or areas with restricted access. To improve
the performance and reliability of such systems
the trend is to combine and integrate different
sensor types to cover the weakness of one sensor
by another type of sensor. This research propo-
ses a generic sensor framework which supports
different types of sensors. Our focus is the deve-
lopment of a joint-sensor calibration technique
that uses audio and/or visual observations to
improve the calibration process. One significant
feature of this approach is the ability to check and
update the calibration status of the sensor suite
continuously, making it resilient to independent
drift in the individual sensors and the natural
environment.

1 Objectives

The aim of this research is to investigate a new

approach for providing data of multiple sensors

for tracking moving objects using a generic sensor
management framework. It is postulated that this
framework can handle different sensors without
knowing their exact spatial location.

Key issues that this research intends to address

are as follows:

e Learning the relationship between data of
different sensors and using this knowledge for
calibration issues.

e Designing and implementing a generic sensor
management framework which is able to adapt
itself to changes in the sensors alignment or
environment parameters (i.e. when camera are
slightly displaced or when temperature changes
occur which affects the calibration of the audio
sensor).

e Detection and tracking of objects using the joint
sensor management framework.

2 Significance

The most significant aspect of this proposed
research is the fact that it endeavours to create
a generic sensor management framework that
deals with multi sensor information of the same
or different type of sensor. Such a framework is
responsible to calibrate all sensors adaptively
online through a feedback design between
calibration and tracking. This is very important
because sound source localisation is sensitive
to environment parameters like air pressure or
airtemperature which cannot be assumed as
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constant. Another feature of this framework will
be the ability to control the sensors like the pan
and tilt angle of a PTZ camera. This also gives the
system, once it has calibrated itself, the capability
to steer an audio beam to a specific object based
on the video information. To our knowledge no
one has previously attempted to develop such an
integrated sensor framework.

The stationary camera builds the base to which all
additional sensors will be calibrated because the
image of this camera represents the whole scene
which is observed by the system. The novel idea
in this framework is the feedback between calibra-
tion and tracking through the control unit. That is
the key why the framework should calibrate itself
and react dynamically to any change that influ-
ence the tracking performance. For instance, if the
system is very confident that there is one object
at the observed scene and this object is detected
by the stationary camera and the audio sensors it
can compute the special correlation between the
Sensors.

Work by M. J. Beal and N. Jojic [3] has covered the
successful combination of a static camera and
two microphones through a graphical model. Here
the relative time delay between the microphone
signal and the special shift of the object in the
camera image is used to calibrate the sensors
specially. But this proposed method is not able to
interact with the sensors and doesn’t use tracking
information to verify the accuracy of the calibra-
tion.

Other work from Dmitry N. Zotkim et al. [4] used

a sequential Monte-Carlo algorithm, also known
as particle filter, to track objects as well as a way
to calibrate the sensors relative positions. They
proposed to include the intrinsic system para-
meter into the system space of the particle filter.
The drawback of their proposed system is that the
camera calibration is still performed offline by
using a known calibration object.

3 Methodology

This section outlines the strategy of the investiga-
tion of the generic sensor management frame-
work. The basic step is to develop acquisition
components for audio and video sensors on a
windows system. A promising technology for this
task is DirectX which performs synchronised audio
capturing for multi channels and parallel video
capturing and rendering from multiple cameras
with a minimal use of system performance.



When the capturing is done, algorithms for object
detection in a video stream will be investigated. In
terms of the static camera a background subtrac-
tion algorithm will perform object detection. The
information from the static camera is then used to
detect the object into the PTZ camera by using co-
lour information or template matching algorithms.
The next component which is needed for the
sensor framework is tracking. Therefore a particle
filter will be developed. A variety of different types
of particle filter algorithm has been proposed in
literature. This research will use a Sequential Im-
portant Sampling (SIS) algorithm [1, 2] to perform
the tracking task. At this stage it should deal only
with objects extracted from a video stream.

After the system has the capability to detect and
track object in the video stream, a sensor frame-
work can be developed which tries to calibrate
the cameras spatially. In this stage it is important
that the framework is designed to cope with any
arbitrary sensor suite.

Once the sensor framework can handle video
data, algorithms will be developed for sound sour-
ce localisation. This piece of work will be done

in conjunction with WATRI (Western Australian
Telecommunications Research Institute). For the
microphone arrangement a single linear array will
be chosen at the beginning.

The final step will be to include the SSL into the
sensor management framework to perform a cali-
bration between all sensors. After the calibration
is done, the framework should expand to steer an
audio beam on a single object to record an enhan-
ced audio signal based on the tracking results.

4 Ethical Issues

Due to the nature of this research, it will be ne-
cessary to record video and audio data for further
processing. All subjects will be adult volunteers
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Localisation of Moving Objects

who granted their permission that theirimage

and sound samples will be recorded, stored and

analysed via a signed statement subsequent to a

full explanation by these researchers of:

e Exactly what recordings are required and how
they are created

e The use of the recordings in the analysis

e Where the recordings will be stored and who will
have access to them

Personal or confidential data about each subject

is not required for the experiment, and so will not

be requested, stored or used. The work will not

involve the participation of minors, people with

intellectual or mental impairment, persons highly

dependent on medical care, people who are in

a dependent or unequal relationship or collec-

tives. The work will not involve medical trials of

any nature, nor will it require the deception of its

participants.
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Abstract

W prresens a mew appreeich for speech endumcement
in the presence of ron-stetionary and rapidly charg-
ing Merckgrowd nodze, A disgeibuted nricrophone sys-
bewr s wied to capdere e aceustic characterisics of
the enviranment, The input af each microphone is then
classified either as speech oF one of the predetermined
porse typres,  Farther enhancement of speech e
spective microphones is corried out wsing o mdified
speciral sielrraction af goarithn trar iecerporates mulinr-
ple nevise smetels o quickly adapt o rapid back groend
pofse changes. Tears on real world speech capiured ion-
der diverte centditton demorisirale e r_'ﬂ'rr'nrﬂ'nrh r.l_f'
this e,

1 Introduction

Audio sensors provide an effective and low cost way
of mensuring the sonic setivity in ond sround places of
interesl, Wheiher wsaed on iis own, or with other sen
sors (CCTV, medion sensors), the quality of the sousd
caplured in the presence of interlering moise signnls s
an important issue, o compensate for ambient noise,
mialtipe microphones can be used o levernge on the de-
teetion and localsation of the speaker or speakers. Cne
technigue is b wse beam steering or blind source sepa-
ratien 1o isolnte the source of the speaker/s, However,
the main drawhback of this approsch is the inability to
work with sources that are mot elose 1o the microphone.
O mny comsider distrbting the microphaone ammays in
the area of interesl, it this is costly. This paper ex-
plores the use of an alternative method of wing several
microphones o caplure the mvise and wse the chsest
mrephone o enhance speech signals,

For single microphose speech enhancement, speciral
subtraction filters are commonly wsed, in which s single
estimution of the background reise is made, There are
different 1echnigues 1w maodel the background; heuris-
tically [5, 2, 9, 10, 6] by averaging oul the recorded
noise sequences of statistically by modelling cach hack-
ground coefficient as Gaussion random varables [4].
Becent wiork has (ocused on impeoving the filier coelh-
cienis [2] or Investigating variows smoothing technigues
19] 1o manirmise :l|.|'u:n|:|:h distortion, kmvwn as “musical
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mivise”, The aulhors in | 1] use o mdodiled spectral sib-
raction approach with & low resolulion gain function
which is smoothed over time., The filter proposcd in [6]
divides the signal in different Mmegquency bands and uscs
o weighting function 0 adjust the subtraction factor for
coch sub band, The limitation of wsing only one back-
ground mode] is that in s real world siation, the noise
sopurce can change rapidly and all the ahbove methods
rec|uire time fo adapd.

Ty s:u;i.:.,mdllll:,' T | "..I'hﬂ,:lml sub bt o ||ﬂg|1rilh|1'|.
vanice activity detection (VAD) is essential. Martin [7]
has reported a fust and effective algorithm for estimat-
ing the SNE based on shorl time power cstimation, A
dizadvantage of this approach is thal aoise intcnsity es-
mdion s sensiive o outliers omd can lead 10 (nlse
detections. A more sophisticated VAD method is pro-
posed in [B]. 16 wses a statistical approach to com-
pare the seoond-order siatistics of the les) signal fo the
speech mastel. This is, however, comples and comipuia-
tionally expensive and has only been iested on siation-
ary artificial or slightly mon-stalionary belopler noise,

The aim of the proposed system is o provide sonic
surveillance for an arca of interest. As the size of this
aren increnses i1 will be more economical 0 use o -
werrk of disteifeited ricroploenes, instead of several mi-
1.'n:|-|1|'||:r|'||: TS, Within thas network, the closest mi-
crophone to the source is used 10 énhance the speech
signal, whereas the other microphones are used o cap-
e and classify the noise source.  The system first
perfomms speechinen-speech classificalion sing a mew
vrice activation detection algorithm on all microphaone
inputs independemly.  For the pon-speech scpments,
further classification into a predetermined list of back-
ground models is carvied cul. This classification result
is used o provide the approprisle neise model 1o en-
hance the quality of the classified speech segments. The
WAL 15 also used to sel the parameters of the spectral
flter. The expenments show (he relishility of the noase
clussification and spoeech detedtion. in presence of real,
iy sbatbormry background noase. The enbanced speech
is then evaluated by a group ol 1] people,

The novelty of the proposed system is that differ-
ent nodse mwdels are construcied for the spectral sub-
irnction algorithm, amd thus the system rapidly adagps
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o changes in tvpical noke sewrces in the enviroament
This 15 im coptrst Lo other systems thal pocd ime e
adapt toe noise changes, Therefore, it can be used 1o in-
crease the performmace of any current spectral subirac-
tien algorithms, Additionally, the moise classification is
incorprabed within the VAD o misimise false delee-
L of speech,

2 Methodology

The proposed system consiste of three sub mod-
ules: MNokwe clossification, volce sctivily detection and
speach enhamcement. The noise classification is done
by maching the featares of the poise models with the
inpul sigral g, This correlation value is abo used 1o 00
hanice the reliability of the wice sclivity delection isee
figure 1), Speech enhancement is then performed by
combinmg the noise clnssification resial of several mi-
crophenes in conjunction with vobce activity detection.

2.1 Naoise Classification

For maaise classification, the reconded signal gelv) 15
eransfoameed il the freguency demain Y5 (1, £ via the
fust Fouricr tansfmmation, whore @ b the time Mock
index, [ the [requency index apd ks the index of the
microphone, [¥eid, £ is then scoled by 5 Mel scale tri-
angulur flter [1] v obiain the inal feataee st 55 (1, p).
where pis the Mel scale filter index. In the initil leam-
ing process, 3 mean nokse masdel Eﬁ' for microphone &
and poise type g dg 2 LG s computed as

e

: | 1

Kitr =1, p) rearey El.hl_J,;n 1]
7=

where 7 15 the numbers of tme blocks used. The ¢lss)-
fication decision gy, for microphone & is made by com-
puting o normalised cross correlation coeflicient f be-
tween cach nodse model ﬂ and the current feature set
5, and is compuied as:
my[Th AR, {-':'|:|'|] (1]
L]

1§ the correlation cocificient ::{ of the classificd noise 5y
is above a threshold [ = 0.95), it indicates a single nodse
source and the comesponding noise model is updated as

Nilhpd = (1= phNili = L) + pSuli,p) (D
where 7 is an exponentinl updsting factor.

Let 7 be the count of noise type g across the A mi-
crophones in which so pctive speech is deleeted. Then
the final classification of the overall noise bype is hased
ol -'I.I‘nlll-'l.'lf‘r {I"" ]--

2.2 Voice Activity Deteetion

I'he final VAL s hased on two festures, the signal
ponwier, Py, . and the comrelation coelficient o] of the de-
wecled noise e of microphone &, Figure 1 shows the
generic representalion of the voice notivity.

Fachbereich Informations- und Elektrotechnik

l._F'nnn'.mml,':':r-

Y
| [Moms | | vap .
.-\. ! 1’ i.'
Ll Moise |

™ ClassBeation | R

e——==" == (=1

Flgure 1. Gensenc model of voice sclivily defection

The signal power Py, is st o compated, bug hos
ihe dismivaniage of false detection if the poise en
sity changes guickly, Therefore, the computed correla.
lion coeffickent ©f is used W redoce such cmors as fol-
lowvs. Speech sequences are detectod based an a (1),
compded as

ayli) = Rp (1) + R, [f] i4)
with
| R F  o
It = 5
i {u AT Py, () < T, =

T 3 ol R
K. h (3
o0 {u el i) > T, "

where T, s the stanc threchald for clwsihicntion and
Ty, s the dypamic thresholdd for the signal power. T,
is compuied as e
Tr, = 7Py {7
where g is a scale factor to compensate for shost-term
varialion ond My, is the average energy of The signal,
whene nospeech is detected. Py, is estimated over tlime
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