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Distributed audio network for speech enhancement 
in challenging noise backgrounds

Abstract
The objective of the research was to investigate a 
new approach for providing data of multiple sen-
sors for tracking moving objects The last common 
paper presents a new approach to enhance speech 
based on a distributed microphone network. Each 
microphone is used to simultaneously classify 
the input into either one of the noise types or as 
speech. For enhancing the speech signal a mo-
dified spectral subtraction approach is used that 
utilise the sound information of the entire network 
to update the noise model even during speech. 
This improves the reduction of the ambient noise, 
especially for non-stationary noise types such as 
street or beach noise. Experiments demonstrate 
the effectiveness of the proposed system.
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Methodology
Each audio stream is used to classify the noise by 
projecting the extracted audio features into a sub-
space for each known noise source via principal 
component analysis (PCA) with the Mahalanobis 
distance [1] used as a distance metric. Back-
ground noise classification is done by projecting 
the audio features into the sub-space and com-
puting the Mahalanobis distance of the projected 
points to the projected cluster points of known 
noise models. Voice activity detection (VAD) uses 
two observations: signal power and the estimated 
likelihood of the noise classification result. The 
VAD is also used to give a feedback to the signal 
power estimation in that during speech sequen-
ces, the mean signal power is not updated. For the 
final speech enhancement, spectral subtraction is 
applied to subtract the background noise. 

Voice activity detection
The developed algorithm is compared to the 
advanced front-end feature extraction algorithm 
(ES 202 050) [2] and the Support Vector Machine 
(SVM) [3]. Experiments involve two sequences 
where speech is masked by synthetic or real noise. 
The synthetic noise is white noise with a SNR of -6 dB 
and the other sequence contains scooter, cafe, street 
and beach noise with one speech sequence for each 
noise source as shown in the following figure.

Figure 1:
The general idea of detecting speech sequences 
is that if speech is present, the distance dn of the 
current noise source n is larger than with no speech. 
An unknown noise source would also have the 
same effect but can be adjusted by updating the 
known noise sources. To detect such a variance in 
dn, a mean dn is computed during training. 

 
Speech enhancement is evaluate on this audio 
file for real noise situation. Figure 2 shows the ori-
ginal signal (a) and a subsection of the enhanced 
speech signal for the general spectral subtraction 
result [4] (b) and the proposed approach (c). It can 
be seen that (c) has a cleaner signal then (b).
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Figure 2:
Figure 2 (a) shows the original audio signal and 
the subsection, marked by a rectangle, of the 
enhanced signal by the general spectral subtrac-
tion approach (b) and the proposed method (c). 
To further verify the performances of these ap-
proaches, subjects were asked to rank the quality 
of the audio produced by these approaches. The 
speech evaluation shown shows that the pro-
posed spectral subtraction approach outperforms 
the general spectral subtraction approach in the 
area of enhanced speech quality.

Conclusion
We can demonstrate that the proposed system 
can reliably classify multiple non-stationary am-
bient noise sources. The classification outcome 
is also used to detect speech sequences. The 
experiments have proven that the combined ap-
proach using both signal intensity and the noise 
classification result has comparable performance 
for synthetic noise but outperforms the other 
methods when it comes to non-stationary real 
noise conditions. For enhancing the desired speech 
signal, we presented a spectral subtraction 
approach which utilises the entire network. This 
approach was able to suppress the ambient noise 
even under non-stationary noise sources.

Details:
See full paper accepted on AVSS 2009 - 6th IEEE 
International Conference on

Advanced Video and Signal Based Surveillance, 
Genoa, Italy, September 2-4, 2009
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